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Abstract

Behavioral economics games such as the Dictator Game (DG) have been widely used to quan-
tify ethnic and other between-group biases. However, in numerous contexts where ethnicity is
thought to be extremely salient, the DG has failed to detect any evidence of ethnic bias. A
compelling hypothesis for this failure is that economics games like the DG permit participants
to alter their behavior to fit social norms that discourage ethnic bias or discrimination. Drawing
on dual process models from psychology, we induce cognitive load through a concurrently played
distraction task (the Spatial Delayed Recall Task) in a within-subjects experimental design. If
self-monitoring explains the apparent lack of ethnic bias in the DG, and if self-monitoring can be
reduced through such distraction, then we a proportion of bias may be “unmasked” when the DG
is played concurrently with the distraction task. The difficulty of the SDRT was calibrated in a
separate pilot study with over 200 participants. We deploy this design among 558 Kikuyu and Luo
participants in Nairobi, Kenya, a setting in which previous DG studies failed to produce evidence
of ethnic bias among these groups even though ample evidence can be found for the salience of
such bias in daily life. Contrary to expectations, we find no evidence of differential ethnic bias
across DGs conducted with and without the distraction task, notwithstanding evidence that the
distraction task does in fact (modestly) increase cognitive load. We conclude that the inability of
DGs to detect ethnic bias is likely not because they permit self-monitoring and social desirability
bias.

∗The authors thank Lornah Wahome, Cecile Juma, Joseph Kimani, Kelvin Kihindas, Alice Wambui, Patricia Omedo,
Brian Baraza, and Jacob Posner for their indispensable help with project implementation. The study was funded with
support from the UCLA Bedari Kindness Institute and the UCLA Committee on Academic Research. Human subjects
approval was received from both Maseno University (MUERC/01116/22) and UCLA (IRB#22-001029). A pre-analysis
plan was registered at osf.io.
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Introduction

Discrimination and bias across group lines is a pressing concern in many societies, and both a source

and indicator of social conflict. However, if discrimination and bias is to be addressed scientifically, it

must first be measured. Our research identifies a well-known problem with a commonly used tool for

measuring inter-group biases and proposes, and tests a novel solution.

The particular measurement tool we study is the Dictator Game (DG), an economics game that

has been widely used by social scientists to quantify ethnic and other between-group biases.1 Yet,

there are reasons to suspect that the DG (and other behavioral economics games like it) may generate

inaccurate or incomplete measures of inter-group bias. It has been well demonstrated that, despite

the real-money stakes used to incentivize behavior, the DG may be influenced by social expectations,

including the expectation that one should not reveal one’s biases toward members of other groups

(Haley and Fessler, 2005; List, 2007; Levitt and List, 2007; Bardsley, 2008; Zizzo, 2010; Cilliers, Dube

and Siddiqi, 2015; de Quidt, Haushofer and Roth, 2018). This susceptibility stems from a combination

of participants’ knowledge that their decisions are being scrutinized and the opportunity provided in

the DG for participants to reflect before making their offers, and thus control their responses. In

contexts where participants expect open displays of cross-group bias to be frowned upon, they may

conceal their biases, generating outcomes in the game that are not reflective of their underlying biases

toward out-group members. The resulting measures of bias that DGs generate may thus lead to

inaccurate conclusions and faulty theorizing.

The possibility that economics games may fail to pick up biases that actually exist is consistent

with the robust and well-powered null results for ethnic bias in several studies that use such games

in locations where ethnic biases are thought to be strongly present. For example, Berge et al. (2020),

Blum, Hazlett and Posner (2021), and Barriga et al. (2023) all find no evidence of ethnic bias in either

the DG or the Public Goods Game (PGG) when played by large samples of residents of Nairobi,

Kenya.2 Habyarimana et al. (2009) also find no evidence of ethnic bias in either the standard DG or

PGG played in Kampala, Uganda—a setting where ethnicity is similarly important in political and

social interactions. Pilot data for this project, as well as the DG results presented below, replicate

these null findings.3 By contrast, the same participants who showed no evidence of ethnic bias in their

1We provide a complete description of the game in the discussion of our protocol below. A partial list of studies using
the DG to measure cross-group bias includes Fershtman and Gneezy (2001); Whitt and Wilson (2007); van der Merwe
and Burns (2008); Habyarimana et al. (2009); Chen and Li (2009); Ahmed (2010); Adida, Laitin and Valfort (2014);
McCauley (2014); Mironova and Whitt (2014); Iyengar and Westwood (2015); Peterson (2016); Tanaka and Camerer
(2016); Jeon, Johnson and Robinson (2017); Berge et al. (2020); Blum, Hazlett and Posner (2021); Barriga et al. (2023);
Haushofer et al. (2023), and Posner (2024).

2This includes (in both Berge et al. (2020) and Blum, Hazlett and Posner (2021)) experimental sessions taking place
in the weeks leading up to national elections, when the salience of ethnicity is expected to be heightened (Eifert, Miguel
and Posner, 2010).

3Haushofer et al. (2023) do, however, find evidence of ethnic bias in the DG in a Nairobi sample quite similar to the
ones used in Berge et al. (2020), Blum, Hazlett and Posner (2021), and the present study.
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DG behavior in Blum, Hazlett and Posner (2021) show the expected biases when implicit measures

are instead used.

Economics games like the DG remain widely used tools, yet the inability of these games to detect

the existence of ethnic biases in these cases, combined with the motivation and opportunity participants

may have to hide their biases, raises questions about their utility as measurement tools and about the

interpretation of prior results based on their output. It also challenges researchers to better understand

the sources of this measurement failure.

Our Approach

We propose and implement a strategy for testing whether the inability of DGs to reliably measure

ethnic biases stems from their vulnerability to social desirability bias and self-monitoring. Our strategy

rests on the distinction made in dual-process theories, dating back to at least James (1890), between

behavior guided by “automatic” reactions (sometimes referred to as “System 1”) and more deliberative

and reasoned control (variably referred to by names including executive control, effortful control, or

“System 2”). Applied to the phenomenon of intergroup bias, these models propose that when a

person perceives an out-group member, a range of semantic and affective associations are automatically

stimulated, possibly outside of awareness, including associations driven by negative stereotypes (System

1, e.g. Payne, 2001). Left unchecked, these associations can lead to behaviors that exhibit out-group

bias. But with time, attention, and effort (System 2) individuals are often able to override or conceal

these impulses in their expressed behavior (see e.g., Devine (1989); Payne et al. (2005)).4 Seen through

this lens, the disconnect between the cross-group biases we observe in the world and the consistent

null results in the cross-group DG (and also PGG) may stem from participants’ successful efforts

to employ cognitive resources (System 2) to bring their behavior into alignment with personal or

social expectations. Our research introduces a means of short-circuiting participants’ ability to do

this by depleting the cognitive resources required by System 2.5 This, we hypothesize, will mitigate

participants’ ability to successfully monitor and control their responses to satisfy social demands,

resulting in more revealed ethnic bias in their DG allocations.

4Another line of reasoning, the Social Heuristics Hypothesis (see Rand et al., 2014 for review) posits that individuals
may have a pre-potent impulse towards cooperation (though perhaps limited to members of social groups within a certain
distance), but that in one-shot interactions like the DG, time to reflect can lead to more selfish responses than we would
otherwise expect. We regard such processes as one of the influences on participants’ preferred response prior to possible
censorship due to social desirability bias. That is, the task design may lead to participants to have a “more selfish”
preference because they have time to reflect on the task as they learn it, practice it, and play it with multiple partners.
It is less clear how this would differ by the ethnicity of the partner. Nevertheless, the participants’ “preferred” response
given such processes, which we hope to measure, may be over-ridden by social desirability bias during game play. Our
question is then whether we are able to better reveal that response through the manipulations we describe here.

5Our study is not the first to investigate the impact of cognitive load on behavior in the DG. For example, see Schulz
et al. (2014) and Hauge et al. (2016).
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Implementation of the DG

Before describing our strategy for reducing participants’ ability to control their responses in the DG,

we describe more precisely how the DG is played in our research. Participants (“dictators”) are given

an endowment of money (approximately 0.5 USD per round) and are asked to decide how much of

this money to keep and how much to give away to a partner (the “receiver”). Whatever decision they

make is implemented, with the money transferred to the receiver after the lab session. The receiver

is not present in the room with the dictator, but rather is represented by a profile containing their

picture, first name, age, education level, and hometown (as in Figure 1).6 The key manipulation is

provided by the receiver’s hometown, which we experimentally vary across hometowns that, in the

context we study, are immediately recognizable as being located in a Kikuyu or Luo part of the

country, thus identifying the receiver as almost certainly Kikuyu or Luo.7 To allow us to test for

the impact of having no discernible ethnic cue, one third of the receivers’ hometowns are identified

as “Nairobi,” whose multi-ethnic demography provides little information about the receiver’s likely

ethnic background. The additional information about age and education is included to obscure our

interest in ethnic bias, as is standard in experiments of this type.8

Figure 1: Profile of Receiver Used in Dictator Game

6All of the pictures we use are of men, in order to reduce the number of factors that might affect participants’ response
to the profile. The photos were pre-screened to be ethnically ambiguous, so that the hometown cue would more likely
shape the participants’ perception of the receiver’s ethnic group. Each participant saw each photograph and associated
profile just once.

7Berge et al. (2020), who use the same hometown cues, provide evidence for their effectiveness as indicators of ethnic
group affiliation in this context.

8Further information on the construction of the profiles, and on how we ensure that the experiment is deception-free,
can be found in Blum, Hazlett and Posner (2021), whose protocols we adopted. These procedures also follow closely
from prior protocols including those of Berge et al. (2020) and Habyarimana et al. (2009).
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Short-circuiting System 2: the Spatial Delayed Recall Task (SDRT)

Our strategy for testing whether self-monitoring can explain the consistent null results found in prior

work is to have participants play the DG while concurrently engaged in a distraction task that depletes

the attentional resources they might otherwise apply to censoring biased responses. The task we

employ, the Spatial Delayed Recall Task (SDRT), originates from Glahn et al. (2002) and has been used

for a variety of research and clinical purposes including studies of working memory and ADD/ADHD

in children (e.g. Lenartowicz et al., 2019; Hazlett et al., 2020).9 An advantage of the SDRT for the

present study is that it does not require skilled recall of letters or numbers and has been shown to work

well in populations with a wide range of educational backgrounds and familiarity with computers.

In each trial, participants see either one or two “cue” dots in a variety of positions on the screen,

followed by a blank screen (the “maintenance phase”), followed by a “probe” dot at a single location.

Participants are instructed to indicate whether the probe dot was in the same location as the cue dot

(or, in the case where there were originally two cue dots, in the same location as either of them). This

requires that they maintain in working memory a representation of where the cue dot(s) was (were)

located. The cognitive load (and difficulty of the task) is greater when there are more cue dots, so

including both a one-dot (SDRT-1) and two-dot (SDRT-2) version allows us to test whether different

levels of cognitive load have different effects. Figure 2 provides a schematic representation of the

SDRT-2.10 These difficulties levels were chosen after first testing a variety of difficulties on ourselves

and lab members, followed by a pilot study that employed SDRT-1 and SDRT-3 combined with the

DG as we do here. In the pilot phase, while the response to SDRT-1 was promising, SDRT-3 proved

too difficult (responses were correct no more than chance). This prompted us to choose SDRT-1 and

SDRT-2 for the full study described here.

Combining the DG and SDRT

To learn how the distraction task affects allocations in the DG, we ask participants to play the DG

while they perform the SDRT-1 or SDRT-2. We then compare the degree of ethnic bias we observe

with rounds in which the participants play the traditional standalone DG, without distraction.

In the SDRT-1 and SDRT-2 treatments, participants first see the cue dot(s) of the SDRT, displayed

for 2 seconds. Once the cue dot(s) disappear(s) (i.e., in the maintenance phase), a DG profile appears

and participants choose how much to give to the receiver, just as they do in the standalone DG. Once

they respond, the probe dot appears. The participant is then prompted to respond whether the probe

9We use cognitive load rather than time-pressure in our designs because speeded tasks rely on higher familiarity with
computer-based tasks, and were found to be extremely frustrating for participants, who often disengaged when trials
were presented too quickly.

10The timings, indicating total elapsed time in milliseconds (ms), reflect the ordinary use of this task in isolation. The
timing for the maintenance phase is altered when we interrupt the SDRT with the DG, as described below.
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Figure 2: SDRT Schematic

is in a location previously occupied by a cue dot.

Participants play the DG at all three levels of cognitive load (no distraction, SDRT-1, and SDRT-2)

in randomized order. At each level of distraction, the DG is played three times: once with a coethnic,

once with a non-coethnic, and once with a receiver with a neutral ethnic profile (i.e., from Nairobi),

again in a randomized order. The degree of bias can be ascertained for each participant at each level

of distraction. For example, the ethnic bias under the condition of no induced cognitive load (bias0) is

given by the contribution to the coethnic receiver minus the contribution to the non-coethnic receiver

in the standalone DG. Ethnic bias under SDRT-1 (bias1) and SDRT-2 (bias2) (as well as pooling

SDRT-1 and SDRT-2 together (bias1,2)) are defined similarly as the difference between contributions

to coethnics and non-coethnics under those levels of distraction.

Our expectation is that the attentional resources devoted to the SDRT will deplete the resources

available for resisting the impulse to discriminate along ethnic lines, and thus that we will find higher

ethnic bias in the DG when performed during the SDRT-1 and SDRT-2 than in the standalone DG. Our

primary outcomes of interest are thus the contrasts across the mean allocations under these different

treatments, averaged across all participants, all of which we expect to be positive:

Distraction1,2vs0 = bias1,2 − bias0

Distraction1vs0 = bias1 − bias0

Distraction2vs0 = bias2 − bias0

Distraction2vs1 = bias2 − bias1
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Note that exposure to the distraction task need not fully eliminate social desirability bias for every

participant or in every round. Our research strategy requires only that distraction is enough to unmask

some proportion of bias, some proportion of the time, sufficient to measure a difference in the average

contributions by level of distraction.

Data Collection and Experimental Protocols

We recruited 558 Kikuyu and Luo participants to participate in our study at the Busara Center

for Behavioral Economics in Nairobi, Kenya.11 Participants began the lab session by familiarizing

themselves with the computer keyboard and touchscreen and taking a simple literacy test. They also

engaged in training and practice rounds on the DG, SDRT, and combined DG-SDRT. These practice

modules were accompanied by comprehension tests to confirm understanding. As preregistered, our

main analysis only includes participants who correctly answered at least 5 of the 6 questions on the

literacy test, at least 2 of the 3 questions on the DG comprehension test, and at least 3 of the 4

questions on the SDRT practice test. These criteria leave us with 81% of the subject pool (450 of the

558 participants).12

After completing all nine of the DG conditions (3 levels of distraction * 3 ethnicity profiles),

participants completed an additional DG task designed to test whether the SDRT interrupted their

ability to absorb and respond to the information provided in the receiver’s profile. Participants were

randomly assigned to the standalone DG or SDRT-2 and, following the DG allocation decision, asked

a series of multiple choice questions testing their memory of the age, hometown, education level, and

name of the receiver whose profile they had just seen.

The lab session concluded with a post-survey including questions about how long the participant has

lived in Nairobi, the characteristics of the neighborhood in which they live, their media consumption,

their social distance from members of the out-group, and a standard battery of questions measuring

motivation to control prejudice.

In order to test additional hypotheses about the conditions under which the SDRT should be most

distracting and under which demand effects are likely to be strongest, we randomized the 39 lab sessions

to one of four treatment arms that varied whether participants were provided monetary incentives for

their accuracy in the SDRT and whether the task instructions on the DG gave participants explicit

“permission to discriminate”.13

11We limit the sample to members of just two ethnic groups to maximize study power. We focus on the Kikuyu and
Luo to sharpen our focus on politically relevant inter-ethnic differences, as they are the two most historically antagonistic
and politically competitive groups in Kenya (Hornsby, 2013).

12The literacy screening is important as a means of ensuring the participants were likely able to follow the task
instructions as intended. Of the excluded 108, 74 were dropped due to the literacy filter alone, with the other two filters
only excluding an additional 34 participants. We report the results of relaxing these standards below.

13In the incentivized SDRT treatment, participants were told: “In addition to any money you keep from the allocation
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Results

Main Findings

Our main, pre-registered results are reported in Figure 3. Contrary to expectations, we find no

differences in the sizes of offers to coethnics and non-coethnics—that is, no difference in ethnic bias—

across DGs played with and without the distraction task.

Figure 3: Main Results: Differences in Ethnic Bias, by Condition

As shown in Figure 4, DG offers are nearly identical (averaging just below KSh 12, or about

a quarter of the KSh 50 endowment) irrespective of cognitive load and irrespective of whether the

receiver is a coethnic or non-coethnic (or of indeterminate/neutral ethnic background).14 These null

results are robust to lowering the literacy threshold for inclusion in the sample to just 4 of 6 literacy

test questions answered correctly.

Heterogeneous effects

Beyond these main effects, we designed the study to test whether the impact of the distraction task

varied under certain experimental conditions. For example, in keeping with the discussion in de Quidt,

Haushofer and Roth (2018), we hypothesized that our findings might differ when participants are ex-

game, you may also earn up to 200 Ksh for the memory task depending on how accurate you are.” In the permission
to discriminate treatment, participants were told: “Participants from around the world have completed this activity.
When participants are given information about the other person, this information often leads them to give more or less
money. Participants have many reasons to give more or less money to different people, and that is perfectly okay. How
you choose to divide the money is entirely up to you, and whatever decision you make is acceptable.”

14As shown in Appendix A, the distribution of DG allocations is also very similar across receiver profiles and levels of
cognitive load.
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Figure 4: Main Results: Dictator Game Offers by Condition and Ethnic Profile

plicitly given permission to discriminate. Such permission might increase ethnic bias in the standalone

DG and reduce the bias-revealing effects of the distraction task. As shown in Figure 5, we find no

differential effects when participants are explicitly told that discrimination is permitted.

Figure 5: Effect of Giving Participants Permission to Discriminate

Insofar as the hypothesized impact of the SDRT depends on the effort participants invest in remem-

bering the position(s) of the dot(s), we hypothesized that its effects might be greater when participants’

were given a financial incentive for their performance on the SDRT. However, as shown in Figure 6,
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we find no difference in ethnic bias across lab sessions in which participants were incentivized in the

SDRT versus where their motivation was purely intrinsic.

Figure 6: Effect of Incentivizing Performance on the SDRT

We also tested whether our findings differed with the characteristics of the participants themselves.

Specifically, we investigated whether both ethnic bias and the effects of the distraction task on revealing

such bias varied across Kikuyu and Luo participants; with length of residence in Nairobi (which might

be correlated with a reduction in ethnic bias and/or socialization to the need to hide such bias (Berge

et al., 2020; Kim and Horowitz, 2022; Lyon, 2023)); with the diversity of the participant’s neighborhood

and reported levels of contact with members of other ethnic groups (Scacco and Warren, 2018); and

with the participant’s motivation to control prejudice, as measured via a standard scale of questions.

As shown in Appendix B, we find no statistically significant differences in either ethnic bias or in the

effects of inducing cognitive load for any of these individual-level characteristics.

How Confident Are We That the Distraction Task Worked?

What accounts for these consistent null findings? One possible explanation is that the distraction task

failed to knock out the ability to hide one’s ethnic biases, either because participants did not exert

enough effort in the SDRT or because the task was insufficiently distracting to meaningfully deplete

their cognitive control. One version of the latter explanation would hold if the act of hiding one’s

bias in this setting is so automatic and easy that it is unlikely to be decrimented by even a very well

calibrated distraction task.

To assess the first possibility, we can draw on data we collected at the end of the lab session about
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how important participants felt it was for them to remember the position of the dots in the SDRT.

Although the vast majority of participants indicate that it had been “very important” (see Appendix

C), we do not put too much weight on these findings because participants’ responses were almost

certainly affected by their desire to say that they had faithfully complied with the task instructions.

A more meaningful measure of effort is the share of SDRT trials in which participants were able to

correctly indicate whether the probe dot was in the same location as (one of the) cue dot(s). Although

this is not a direct indicator of effort (participants could try hard but still get it wrong), it is likely

correlated with effort, and also reflects that participants were at least on task, and that the SDRT-1 or

SDRT-2 were not inordinately difficult, which might amplify satisficing. If we assume that participants

had a 50% chance of guessing correctly on each SDRT trial, we can compare the number of correct

responses to chance. When we do, we see strong evidence that participants are doing better than

chance in the SDRT-1: the proportion getting all three SDRT-1 responses correct was 2.2 times the

chance proportion (exact binomial p < 1e − 15). In SDRT-2, far more individuals than expected by

chance got none of the responses correct (exact binomial p < 1e − 15). Our supposition is that this

can only occur if participants are in fact responding non-randomly, and we suspect that an error in

the way that responses were coded might be responsible for the surprising direction of this difference.

We continue to examine this possibility but note for now that non-random behavior in response to the

SDRT is statistically a near certainty, suggesting to us that participants likely spent effort on it.

The next question is whether this effort was sufficient to induce cognitive load. To address this

issue, we can compare performance on the simple math test that participants took at the beginning of

the study, which was done both during the practice rounds of the standalone DG and the SDRT+DG

(i.e., both under cognitive load and not).15 We find small but statistically significant differences in

participants’ performance on the math test across the two conditions, with worse performance when

the test is embedded within the distraction task, indicating that the distraction task does indeed

impede cognitive function. Again, we find bigger differences between the standalone DG and SDRT-1

than between the no load condition and SDRT-2 (see Appendix C for details).

A second test of whether the SDRT successfully induced cognitive load comes from the task com-

pleted at the end of the lab session to evaluate whether the SDRT undermined participants’ abilities

to absorb and respond to the information contained in the receiver’s profile. As shown in Appendix

C, we see little difference across the load and no load conditions in the number of profile elements that

were correctly recalled, although we do see significant differences in participants’ recollection of one of

the four elements (age).

Taken together with the results of the math test, we interpret this as (weak) evidence that the

15For evidence that cognitive load reduces performance on math problems, see Deck and Jahedi (2015).
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SDRT did in fact induce cognitive load. Combined with the results of our test of effort, we can

tentatively conclude that our attempts to experimentally induce cognitive load were successful—and

that our failure to find greater ethnic bias in the DGs played concurrently with the distraction task

indicate that self-monitoring is not responsible for the failure of DGs to detect cross-group bias.

We are presently undertaking additional analyses to test whether participants who performed better

on the SDRT (averaged across all of their trials) gave less in the DG. The logic is that those who perform

better on the SDRT are likely trying harder and thus more likely to be under cognitive load when

playing the DG—and thus more likely to have their DG allocations affected when completing the task

simultaneously with the SDRT.

Given the consistently stronger results in these analyses for SDRT-1 than SDRT-2, it is worth

considering whether the SDRT-2 may have been too challenging, causing participants to “give up”

and cease allocating attentional resources to the task. We embarked on the project with uncertainty

about whether the SDRT-2 task exceeded this difficulty tipping point.16 While our results here suggest

that it might have, we note that our main (null) findings are robust to focusing on the SDRT-1 trials

alone, and that we see no statistically significant differences in DG allocations under SDRT-1 and

SDRT-2 (see Figure 3).

Interpreting Our Findings

The straightforward interpretation of our findings is that, contrary to expectations, the inability of

the DG to detect ethnic bias in a setting where cross-group biases are almost certainly present is not

because the DG permits self-monitoring and control. This leaves two possible explanations for the

puzzle that motivated our investigation.

First, ethnic bias may simply be absent in the setting we study, or too weak to be detected via the

DG. This would explain both why we fail to detect cross-group bias in the standalone DG and why

there is no difference in measured bias between the standalone DG and the versions of the game where

one’s ability to mask one’s biases is undermined via a distraction task. While the voluminous literature

on ethnic conflict in Kenya—a literature that especially highlights the historically fraught relationship

between Kikuys and Luos (Gibson and Long, 2009; Wrong, 2009; Hornsby, 2013)—suggests that this

explanation is unlikely, we cannot rule it out entirely.

A second potential explanation is that while cross-group biases exist in our study setting, they are

not biases of the type that the DG is well-suited to measure. In a separate line of research, Blum,

Hazlett and Posner (2021) distinguish between ethnic bias rooted in differential altruism (which the

16Indeed, our pilot study included both an SDRT-1 and SDRT-3 task, with most participants performing worse than
chance on the latter. For this reason, we replaced the SDRT-3 with the SDRT-2 for the main study. However, the
SDRT-2 task, while easier, may still be too difficult for the intended purpose.
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DG is specifically designed to capture) and ethnic bias rooted in disliking, fear, and threat perception

(which may be better detected via other measurement tools). If the conflictual patterns of inter-group

behavior that inform our priors about the level of ethnic bias in Kenya are driven by biases of the

latter sort, then this may explain our inability to detect cross-group bias in the DG. This conjecture is

supported by the fact that both Berge et al. (2020) and Blum, Hazlett and Posner (2021), who also work

in Nairobi and find no evidence of ethnic bias in the DG, do find evidence of ethnic bias, respectively,

in the Implicit Attitude Test and the Affect Misattribution Procedure—measures designed to capture

negative affect toward non-cotethnics. Blum, Hazlett and Posner (2021) also find evidence evidence

of ethnic bias in a Weapon Misidentification Task, designed to capture fear and threat perception of

out-group members.

The research program of measuring ethnic (and also racial) bias is important to meeting our societal

goals. Beyond the competing interpretations for our results, the main lessons of our research program

thus far may be the importance of (i) conceptual clarity regarding different notions of racial and ethnic

bias that attach to different outcomes, (ii) the compatibility of those different outcomes and different

tools for measuring bias across them; and (iii) the interplay of these biases and efforts to control the

appearance of bias in our behaviors. Towards this goal, the present study suggests at minimum that

manipulating cognitive load as a means to lessen efforts to control bias does not restore a bias of the

differential altruism type that the DG is designed to measure.
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Appendix

A Distribution of DG Allocations

Figure A.1: Distribution of DG Offers, By Profile and Level of Distraction

B Heterogeneous Treatment Effects

C Assessing the Impact of the SDRT
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Figure B.1: Differential Effects by Ethnicity

Figure B.2: Differential Effects by Length of Residence in Nairobi
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Figure B.3: Differential Effects by the Diversity of the Participant’s Neighborhood

Figure B.4: Differential Effects by Reported Contact with Non-coethnics
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Figure B.5: Differential Effects by Motivation to Control Prejudice

Figure C.1: Reported Effort in the SDRT
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Figure C.2: Effect of the SDRT on Profile Processing
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